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\textbf{ABSTRACT}

For assistance with grazing cattle management, we propose a cattle detection and counting system based on Convolutional Neural Networks (CNNs) using aerial images taken by an Unmanned Aerial Vehicle (UAV). To improve detection performance, we take advantage of the fact that, with UAV images, the approximate size of the objects can be predicted when the UAV’s height from the ground can be assumed to be roughly constant. We resize an image to be fed into the CNN to an optimum resolution determined by the object size and the down-sampling rate of the network, both in training and testing. To avoid repetition of counting in images that have large overlaps to adjacent ones and to obtain the accurate number of cattle in an entire area, we utilize a three-dimensional model reconstructed by the UAV images for merging the detection results of the same target. Experiments show that detection performance is greatly improved when using the optimum input resolution with an F-measure of 0.952, and counting results are close to the ground truths when the movement of cattle is approximately stationary compared to that of the UAV’s.

\section{Introduction}

Frequently checking the number of cattle in a grazing area is necessary work in grazing cattle management. Farmers need to know where and how many cattle are in the area by comparing the counting result with the actual number of their cattle. This enables the efficient design of pasturing layout and early detection of cattle accidents. However, walking around the pasture for hours to count the cattle is exhausting work. Therefore, cattle monitoring by computer vision, which is low-cost and saves labour, is a promising method to support grazing management. Aerial images photographed by Unmanned Aerial Vehicles (UAVs) show particular promise for animal monitoring over areas that are vast and difficult to reach on the ground (Gonzalez et al. 2016; Oishi and Matsunaga 2014). Since UAVs can cover a wide range of area in short time, and objects on the...
ground have little overlap between each other from a bird’s-eye view, UAV images are suitable for detecting and estimating the number of objects (Hodgson et al. 2018).

There are two basic approaches to estimate the number of objects from an image: count-by-regression (Mundhenk et al. 2016) and count-by-detection. To cover the entire grazing area while simultaneously making sure that cattle are visible in each image, multiple images are required. Thus, we take the latter approach: first, detecting cattle in images and then estimating the count from the merged results.

To detect animals, use of motion (Oishi and Matsunaga 2014; Fang et al. 2016) and thermal-infrared images (Chrtien, Thau, and Mnard 2016; Longmore et al. 2017) is popular. However, in this work, we use colour still images due to their larger image resolution than those of infrared sensors and easy handling of data compared to videos. Some studies utilize the Histogram of Oriented Gradients (HOG) (Dalal and Triggs 2005) and Support Vector Machines (SVMs) (Cortes and Vapnik 1995) to detect cows and humans (Longmore et al. 2017). Although the average detection accuracy with these methods is about 70%, the detection performance decreases when cattle are located close to each other. To achieve higher detection performance, utilizing Convolutional Neural Networks (CNNs) (Krizhevsky, Sutskever, and Hinton 2012) is promising, as presented in general image recognition tasks (He et al. 2016; Ren et al. 2017; Redmon and Farhadi 2017), and several studies have successfully applied CNNs to animal detection (Salberg 2015; Kellenberger, Volpi, and Tuia 2017; Rivas et al. 2018; Kellenberger, Marcos, and Tuia 2018). While CNNs are known to be sensitive to the scale difference of objects, none of these studies have focused on the approximately same scale of objects in aerial images. While (Ard et al. 2018) considered the assumed sizes of cows to be the same when using static cameras located on the ceiling of a cowshed, the study was indoors, and used fixed-point cameras, so the environment of study is quite different from ours. Moreover, though CNNs are data extensive, few training data for aerial images are publicly available.

As for object counting from UAV images, most methods output the number of detections from a single image as the counting result (Chamoso et al. 2014; Lhoest et al. 2015; Tayara, Soo, and Chong 2018); thus, they cannot cover an entire area, as we aim to do in our study. (Van Gemert et al. 2015) worked on animal counting in videos, but its performance needs improvement. To reduce double counts, Structure from Motion (SfM) (Schönberger and Frahm 2016) has been applied, with some success, to images of fruits that are captured from the ground (Liu et al. 2018). In short, counting individual targets that contain both motionless and moving ones in overlapping images is still very challenging.

In response to the issues above, we propose a CNN-based cattle detection and counting system. For detection, we use YOLOv2 (Redmon and Farhadi 2017), a fast and precise CNN. We take advantage of the fact that the scale of the target objects in UAV images can be assumed to be roughly constant. On the basis of this characteristic, we propose a method to optimize the resolution of images to be fed into YOLOv2, both in training and testing. The optimum input image size can be derived such that the average size of the target objects becomes close to the size of the cell on which the regression for detection is based. The proposed optimization is particularly useful when well-known networks (Liu et al. 2016; Ren et al. 2017) that are trained on a general image database such as Pascal VOC (Everingham et al. 2012) are transferred and fine-tuned to a specific task. For counting, in order to avoid double counts of the same target appearing in multiple images, we utilize a pipeline and an algorithm to merge detection
results by means of a three-dimensional model reconstructed by SfM (Wu et al. 2011). We performed experiments using our two datasets of aerial pasture images, which will be available at http://bird.nae-lab.org/cattle/. Results demonstrate the effectiveness of our resolution optimization, producing an $F$-measure of 0.952. For the counting of cattle in areas of 1.5 to 5 hectares, when the cattle keep motionless, results of 0 Double Count are obtained and the estimated result is at most $\pm 3$ to the true value for dozens of cattle.

2. Datasets

The UAV we used for image capturing was a DJI Phantom 4. It weighs 1,380 g with the maximum flight time of approximately 28 min. This UAV also contains a video recording mode, but we only use the still photography mode in our photographing, capturing images with the maximum size of $4,000 \times 3,000$ pixels. It supports live viewing while photographing by means of its mobile application DJI GO 4.

We constructed two datasets of pasture aerial images in our study. Dataset 1 contains 656 images sized $4,000 \times 3,000$ pixels taken by the UAV. Images were captured on 18 May 2016 at a pasture located in Aso, Kumamoto, Japan ($33^\circ 3’ N, 131^\circ 11’ E$), and the weather was sunny and clear. Flying height of the UAV was kept at about 50 m during each of the seven flights (labelled flights A to G). Each shot covers a range of about 80 m $\times$ 60 m. Images were photographed every 2 s in a stop-and-go manner. However, it takes more than 2 s for the UAV to make a turn, so some of the adjacent images have a time interval of up to 12 s. The overlap of images is set to 80%.

Dataset 2 contains 14 images taken on 24 August 2016 on one flight, and the weather was sunny and clear on this day, too. It was captured at a different area from Dataset 1 in the same pasture in Kumamoto, Japan. Images were photographed every 6 s in a stop-and-go manner. This dataset, with its different area and different season is used to test the robustness of our proposed cattle detection and counting system. (a) in Figure 1 shows one example of the flight routes. (b) and (c) in Figure 1 shows examples of images in both datasets.

We manually annotated all the cattle in the images with the top-left position, width and height of the box enclosing them, a label illustrating the quality of the data, and the cattle IDs. The data quality labels include four types: (1) Normal – The whole target is in the image without blur, (2) Truncated – Cattle are at the edge of images and only part of the body is captured, (3) Blurred – The cattle are in blurred images, and (4) Occluded – Cattle have part of the body occluded. Several examples of each label in our datasets are given in Figure 2, and cattle in different poses, for example, walking and lying, are contained. For each flight, we labelled the same target in different images with the same ID and counted the number of individual targets in each flight area. Flights F and G in Dataset 1 contain two to five times more images than the others, so we divided the straight part of the flight routes into several flight sections, F-1 to F-8 and G-1 to G-8, in our experiment. The covered areas of each flight section vary from 1.5 to 5 hectares.

Dataset 1 contains 1886 annotations of 212 individual targets, and Dataset 2 contains 62 annotations of 6 individual targets. The median of cattle size is $87 \times 90$ pixels in Dataset 1, and $59 \times 101$ pixels in Dataset 2. The histogram of the length of the longer
edge of the cattle bounding boxes with the data quality label Normal in Dataset 1 is shown in Figure 3. Among the 218 individual targets, 210 of them appeared more than once in the images. We assessed the moving distance of cattle during each flight section using the body length as a standard, and the overall statistics are shown in Table 1.

The two datasets and corresponding annotations will be released at http://bird.naelab.org/cattle/.

Figure 1. Examples of flight route and images in our two datasets. (a) shows one example of flight route. (b) shows examples of dataset 1. (c) shows examples of dataset 2.

Figure 2. Examples of cattle with different labels in our datasets. Cattle in different poses (e.g., walking, lying) are included.

Figure 3. Histogram of longer edge of cattle bounding boxes with the data quality label Normal in Dataset 1.
3. Methods

3.1. System overview

Figure 4 shows the overall pipeline of the proposed system. Its input is a sequence of images captured by a UAV, and its output is the number of individual targets that appear in that sequence. As the figure shows, the algorithm takes the following steps: 1) we detect cattle in each image, and 2) we also reconstruct the 3D surface of the pasture by SfM from the same set of images. With the candidate bounding boxes, the 3D surface, and the relative position of the cameras, 3) we merge the per-frame detection results guided by the 3D surface. Through this merging over time, the double detection of single cows are eliminated and we obtain the correctly counted number of cows.

More specifically, \( \{I_1, I_2, ..., I_T\} \) denotes the sequence of input images, and \( B_t \) whose size is \( N_t \) is a set of detected bounding boxes in image \( I_t \). Three-dimensional reconstruction of the input images by SfM outputs \( C \), a 3D point cloud, and \( \{P_1, P_2, ..., P_T\} \), which are camera parameters of corresponding images. Using the surface \( S \) which is acquired by surface reconstruction of the point cloud, and the camera’s parameters \( P_t \), we calculate \( B'_t \), the three-dimensional coordinates of each bounding box in image \( I_t \). Finally, \( B'_t \) in each image are merged into \( B \) to avoid duplicated counting of individual targets, and the size of the merged set \( B \) estimates the number of targets \( N \). The algorithm is formulated as follows to show the input and output of each step:

\[
B_t = \{b_{t,1}, b_{t,2}, ..., b_{t,N_t}\} = \text{Detect}(I_t) \quad (t = 1, 2, ..., T), \tag{1a}
\]

\[
(C, \{P_1, P_2, ..., P_T\}) = \text{SfM}(I_1, I_2, ..., I_T), \tag{1b}
\]

\[
S = \text{Mesh}(C), \tag{1c}
\]

\[
B'_t = \{b'_{t,1}, b'_{t,2}, ..., b'_{t,N_t}\} = \text{Reproject}(B_t; S, P_t) \quad (t = 1, 2, ..., T), \tag{1d}
\]

\[
B = \{b_1, b_2, ..., b_N\} = \text{Merge}(B'_1, B'_2, ..., B'_T). \tag{1e}
\]

We discuss the details of Equation (1a) in 3.2, Equations (1b–1d) in 3.3.1, and Equation (1e) in 3.3.2.

3.2. Resolution optimization when detecting with yolov2

In general image recognition, the size of the target object in an image changes variously. In case there is a dramatic scale difference, scale-invariant/equivariant CNNs may be useful (Xu et al. 2014; Marcos et al. 2018). However, in this paper, UAV images are captured while maintaining the UAV at an approximately constant height. Therefore, it is possible to predict the resolution of the object to some extent. In this case, we show...
that a more suitable input resolution can be decided by this and by the network down-sampling rate.

While our system can be built with arbitrary cattle detectors, we specifically select YOLOv2 (Redmon and Farhadi 2017). YOLOv2 has some preferable properties to build systems for real-world applications: It runs near real-time using a single GPU, and its detection accuracy is near state-of-the-art in middle-scale benchmarks such as PASCAL VOC (Everingham et al. 2012) and MS COCO (Lin et al. 2014). It is pre-trained on ImageNet (Deng et al. 2009), and the pre-training plays an important role in detector accuracy (He, Girshick, and Dollár 2018; Agrawal, Girshick, and Malik 2014) and generalizability when training data is small (e.g., < 10k MS COCO images) (Razavian et al. 2014).

Figure 4. Flowchart of cattle detection and counting system. A series of UAV images are fed to cattle detection and 3D surface reconstruction of the pasture. Then, we merge the per-frame detection results guided by the 3D surface to obtain correct counting of the targets.
Another option in model selection is to design a slimmer model that specializes in cattle detection to pursue further efficiency. Such model may be obtained by the model compression methods (Cheng et al. 2018) such as knowledge distillation (Hinton, Vinyals, and Dean 2014) and pruning (Han, Mao, and Dally 2016).

YOLOv2 contains 23 convolutional layers and five pooling layers, and its outline is shown in Figure 5. YOLOv2 inputs the entire image to the convolution layer, which means the calculation of the feature map only need to be performed once for the entire image. This is considered to be efficient because cattle only occupy a small part of the whole image. After the convolutional and pooling layers, an $W_1 \times H_1$ input image is down-sampled into a $(W_1/M) \times (H_1/M)$ feature map. YOLOv2 predicts the positions and sizes of the objects from the output feature map using a $1 \times 1$ convolutional layer.

Since in YOLOv2 the regression that predicts the position of the bounding box is processed on each cell of the output feature map (Redmon and Farhadi 2017), we can expect better detection performance when the cell’s size is equal to the object’s, i.e., the regression is more effective when the cell size is adjusted to the size of the target. This is because if the cell is larger, it suffers from multiple objects inside it, and if it is smaller, multiple bounding boxes of one object will be predicted from multiple cells.

If the network down-samples an image by $M$, we resize the original training image in advance to make the size of the target objects equal to $M \times M$, as shown in Figure 6. When the size of a target is $W_C \times H_C$ in an $W_O \times H_O$ original training image, the optimal input resolution $W_I \times H_I$ can be calculated as

$$W_I = \frac{W_O M}{W_C},$$  \hspace{1cm} (2a)$$

$$H_I = \frac{H_O M}{H_C},$$  \hspace{1cm} (2b)$$

Accordingly, when an input image for YOLOv2 is down-sampled to a $C \times D$ feature map, $CM \times DM$ closest to $W_I \times H_I$ is the optimized resolution.

---

**Figure 5.** Outline of YOLOv2 network (Redmon and Farhadi 2017). An $W_I \times H_I$ input image is down-sampled into a $(W_I/M) \times (H_I/M)$ feature map by the network. Several bounding boxes are predicted from each cell of the output feature map.
3.3. Merging detection results for counting

In order to accurately count the number of cattle located in a vast pasture, recognizing the same one appearing in multiple overlapped images is an essential task. Since pastures are often located in hilly countrysides, stitching multiple overlapping images assuming a two-dimensional plane tends to fail, because the error by assuming a plane for the terrain to calculate homography is not negligible. For example, in our setting where the flight height is around 50 m and the diagonal angle of view is $94^\circ$, the error between the predicted (assuming a plane) and actual positions of the individual target can be up to four times the size of it, supposing that the actual position of the target is 5 m closer to the camera from the assumed plane. The actual terrain includes at most a 20 m height variance in our images. As a result, a target may appear twice in the stitched image or may disappear because it is covered by another image. Therefore, we assume cattle to be motionless and reconstruct a three-dimensional model for each area by SfM (Wu et al. 2011). We calculate all the positions of the detection results in the coordinate system of the reconstructed three-dimensional model and merge those detection results close to each other as the same target following the time sequence of photographing. Figure 4(b) provides a detailed overview of the cattle-counting part.

3.3.1. Calculating three-dimensional coordinates of detection results

Due to image capturing by a moving UAV, each image in the input sequence is from a different viewpoint, focal position, and camera pose. In the $t$-th image, given a 3D point $\mathbf{q} = (X, Y, Z)^T$ in the world coordinate and camera parameters $P_t$ including intrinsic matrix $K_t$, rotation matrix $R_t$, and translation vector $t_t$, the corresponding point in the image’s local coordinate $(x, y, z)^T$ and its projection to the image $(u, v)$ can be calculated as follows:

$$
\begin{pmatrix}
    x \\
    y \\
    z
\end{pmatrix} = K_t (R_t \mathbf{q} + t_t),
$$

Figure 6. Resolution optimization. $W_0 \times H_0$ denotes the size of the original training image, and the cattle size within it is $W_c \times H_c$. $W_1 \times H_1$ denotes the size of the input image for YOLOv2 and $M$ is the down-sampling rate of the network. We resize an original $W_0 \times H_0$ training image to $W_1 \times H_1$ so that the size of the target object equals the size of one cell in the output feature map.
Inversely, to recover 3D positions of the detection results, which are in the images’ local coordinates, we have to solve Equations (3.3.1) for \( \mathbf{q} \), as follows:

\[
\mathbf{q} = \mathbf{R}_t^{-1}(z\mathbf{K}_t^{-1} \begin{pmatrix} u \\ v \\ 1 \end{pmatrix} - \mathbf{t}_t). \tag{4}
\]

Here \( \mathbf{K}_t, \mathbf{R}_t, \) and \( \mathbf{t}_t \) are known from the output of SfM. To calculate the three-dimensional coordinates \( \mathbf{q} \) of the detection results in each image, we need to obtain the value of \( z \) in Equation (4).

Three-dimensional models of each area are reconstructed by VisualSFM (Wu et al. 2011; Wu 2013). SIFT (Lowe 2004) is used to find pairs of feature points that are considered to be identical across images. Having matched the features, the three-dimensional shape and camera parameters are estimated by bundle adjustment (Wu et al. 2011). Furthermore, we conduct dense reconstruction by Furukawa’s CMVS/PMVS software (Furukawa et al. 2010; Furukawa and Ponce 2010). The output contains the three-dimensional coordinates of the point cloud \( \mathbf{C} \) and camera parameters \( \mathbf{P}_t \) of each image. We use screened poisson surface reconstruction (Kazhdan and Hoppe 2013), a surface reconstruction algorithm implemented in Meshlab (Cignoni et al. 2008) to create the surface \( \mathbf{S} \) from the point cloud.

The \( z \) value of each pixel of the images can be obtained by rendering the surface \( \mathbf{S} \) from the perspective of cameras derived from \( \mathbf{P}_t \) and then reading its z-buffer, using OpenGL libraries (Segal and Akeley 2017). Suppose that the centre of a detection box \( \mathbf{b}_{t,i} \) in the \( t \)-th image is \((u, v)\); then, with the obtained \( \mathbf{P}_t \) and \( z \) values, we can calculate the world coordinate \( \mathbf{q} \) using Equation (4).

### 3.3.2. Merging detection results along photographing time sequence

After calculating all the three-dimensional coordinates of the detection results, we merge the results considered to be the same target by Algorithm 1.

**Algorithm 1** Merge\((B_1', B_2', ..., B_T')\)

**Input:** \( B_1', B_2', ..., B_T' \)

**Output:** \( B = \{b_1, b_2, ..., b_N\} \)

\[
B \leftarrow \emptyset \\
\text{for } t = 1 \text{ to } T \text{ do} \\
\quad \text{if } B == \emptyset \text{ then} \\
\quad \quad \text{Add all } b_{t,i}' \in B_t' \text{ to } B \\
\quad \text{else} \\
\quad \quad \text{Calculate distance matrix } M_{\text{dist}} \text{ whose } (i, j) \text{ element is defined by the distance between } b_{t,i}' \text{ and } b_j \\
\quad \quad \text{assignments } = \text{hungarian}(M_{\text{dist}}, \text{threshold}) \\
\quad \quad \text{for all } (j, i) \in \text{ assignments do} \\
\quad \quad \quad b_j \leftarrow b_{t,i}'
\]
end for
for all \( i \) such that \((\ast, i) \notin \text{assignments} \) do
  Add \( b_{t,i'} \) to \( B \)
end for
end if
end for
return \( B \)

For each image, we use the Hungarian method (Miller, Stone, and Cox 1997; Munkres 1957), which solves the assignment problem, for matching detection results in each frame to the existing cattle list. The distance matrix \( M_{\text{dist}} \) containing distances between detection results in the new frame and the existing ones serve as the cost matrix in the assignment problem, and the threshold is used here as the cost of not assigning detection to any one in the existing cattle list. We replace the coordinate of the target in each assignment with the recent one, and the unassigned detection results are added to the list.

4. Experiments and results

4.1. Cattle detection

We used Darknet (Redmon 2013–2016) as the framework for training YOLOv2 (Redmon and Farhadi 2017). A total of 245 images in Dataset 1 were selected as training images. We use rotation for data augmentation to get more samples for cattle lying in a different direction in images, since in UAV images cattle can lie down in every direction, i.e., angle of the body to the horizontal line in the image can be various. First, each 4,000 \times 3,000 pixel image is cropped from both ends to 3,000 \times 3,000 pixels to obtain two overlapping square images. Then, for the two square images, we rotate on the area of 2,122 \times 2,122 pixels in the left one by multiple of 30°, and on the right one by 15° plus multiple of 30°, obtaining 12 augmented images from each square image, and a total of 5,880 training images were obtained. The resolution of the original training image is \( W_O = H_O = 2,122 \) and the median of cattle size is \( W_C = 87, H_C = 90 \). The down-sampling rate of YOLOv2 is \( M = 32 \). Therefore, for input image sizes for YOLOv2, \( W_I = 781, H_I = 754 \) were calculated by Equations (3.2). We set the input resolution of training and testing images to 768 \times 768 pixels (size of the output feature map is 24 \times 24). The procedure of resizing the original input images into an input image for YOLOv2 is already implemented in the Darknet framework, and we set the resolution of the input image to our proposed resolution of 768 \times 768 in the configuration file for training.

Our training is a fine-tuning of YOLOv2 with pretraining using ImageNet (Deng et al. 2009), and there is only one class ‘cattle’ in our fine-tuning. The training was conducted for 4,000 iterations with one GeForce GTX TITAN X GPU. The learning rate was set at 0.001 after a burn-in of 200 iterations and reduced by a factor of 0.1 at iterations of 2,000 and 3,000. To show the difference more clearly between each input resolution, we did not use the multi-scale training\(^1\) in YOLOv2, i.e., the input resolution is set to the same value throughout the training. As for testing, we cut the original images from the four corners into the same size as the training image (2122 \times 2122 pixels) as testing images. Results of the four overlapping images are merged into the original image’s result by
calculating the Intersection over Union (IOU) between those bounding boxes, and the threshold is 0.5.

For evaluation, we used the IOU of the detection results and the ground truth, and the threshold of IOU as a true positive (TP) is 0.2. In addition, we penalized multiple detection of the same animal, i.e., if there are two detection results whose IOU with the same ground truth is larger than the threshold, only the one with the larger IOU is evaluated as TP, and the other one is evaluated as a false positive (FP). Precision and recall are calculated while varying the confidence threshold using the numbers of TP, FP, and false negative (FN) in each testing image as follows:

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}},
\]

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}},
\]

\[
F\text{-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}.
\]

Experiments were also conducted with the input resolution of 416 × 416 pixels, which is the default value of YOLOv2 without our resolution optimization and serves as the baseline, and 1,184 × 1,184 pixels, and several resolutions close to 768 × 768 pixels. We first tested with the remaining 411 images in Dataset 1. The detection performances of different input resolutions are compared in Figure 7. Results with our optimized input resolution of 768 × 768 pixels were significantly better than those with 416 × 416 pixels and 1,184 × 1,184 pixels, while similar results were achieved with input resolutions close to 768 × 768 pixels. Also, as the zoomed part of high-recall areas shows, we can see that with the input resolution of 768 × 768 pixels we obtain high precision around 0.95 with a high recall at 0.9.

Although the performances of input resolutions around 768 × 768 pixels are similar, the Area Under Curve (AUC) of the precision-recall curves in Figure 7 (listed in Table 2) demonstrate that when resizing the input resolution to 768 × 768 pixels in accordance with the proposed resolution optimization, the best performance is obtained. Moreover, the highest F-measure was also achieved with this resolution and with the confidence threshold of 0.31. In this case, precision is 0.957, recall is 0.946, and F-measure is 0.952. In Figure 8, several detection results with different input resolutions (both in training and testing) are shown. FPs and FNs decreased as a result of our resolution optimization, especially in places where cattle are crowded.

For cross-validation, we first altered the training and testing data and achieved 0.941 precision, 0.944 recall, and 0.943 F-measure, which is close to the aforementioned results. We also conducted a three-split cross-validation in Dataset 1 with our optimized input resolutions of 768 × 768 pixels, 416 × 416 pixels, and 1,184 × 1,184 pixels. The AUCs of precision–recall curves are shown in Table 3. Results of all the three splits consistently obtained the best performance with our proposed input resolution.

We also tested with Dataset 2, which was captured at a different area and different season than the training images. The precision of 0.774, recall of 0.661, and F-measure of 0.713 were achieved. Examples of detection results in Dataset 2 are shown in Figure 9.
and we summarize the scores of our two datasets in Table 4. Our detection system performed well when the training and testing images were from the same dataset. Even when images contained some unknown background, which is the case in Dataset 2 and represents a much trickier situation, our detection system achieved the $F$-measure of 0.713.

### 4.2. Cattle counting

We reconstructed the three-dimensional model and the surface of the ground for all eight flights in the two datasets. In Figures 10 and 11, (a) shows examples of the feature points in the three-dimensional model, which are outputs of VisualSFM (Wu et al. 2011; Wu 2013), and (b) shows the results of the surface reconstruction by screened poisson surface reconstruction (Kazhdan and Hoppe 2013) in Meshlab (Cignoni et al. 2008).
The three-dimensional coordinates of the detection results were calculated and merged. The threshold used in the merging depended on the scale of the three-dimensional models, and the value we used here is 0.05. We visualized the merged results and the ground truth together with the reconstructed surface and evaluate the results with Missed – the number of missed cattle, Double Count – the number of double counts and Not Cattle – the number of results that are not cattle, by comparing the visualized results and images with detection results. As (c) and (d) in Figures 10 and 11 show, the detection results located close to each other are merged into the same target.

The counting results of flight sections in Dataset 1 are shown in Tables 5 and 6. Since cattle are assumed to keep motionless during photographing, flight sections are divided...
into two groups based on moving distance of the cattle, specifically, (I) Motionless: moving distances of all cattle during the flight section were less than their body length, and (II) Moving: cattle that have moved more than their body length during the flight section exist. In the case of (I) Motionless, as shown in Table 5, we count cattle with high precision. The error of our count results in each flight section is up to 3 and the numbers of Double Count for all flight sections are all 0, while that of Missed, and Not Cattle are up to 3 for dozens of cattle. As for (II) Moving, as shown in Table 6, in some flight sections, results that are about 1.5 times of the true value are observed.

We also counted cattle in the area of Dataset 2, which belongs to (II) Moving. The images in this dataset were captured at 6-s intervals, which is three times as long as in Dataset 1, so when merging the detection results, we set the threshold of distance to three times the value used in the experiment on Dataset 1. Results of Dataset 2 are listed in Table 7.

5. Discussion

In terms of cattle detection, our method of applying resolution optimization to detection by YOLOv2 performed well, which laid the groundwork for cattle counting by merging the detection results. From Figure 7, we can see that the detection performance with our proposed resolution of $768 \times 768$ pixels is significantly higher than the result with $416 \times 416$ pixels and $1,184 \times 1,184$ pixels. However, although we set the multi-scale training off, the results with resolutions close to $768 \times 768$ pixels still did not show much difference between each other. Considering that the pasture is located in a hilly countryside environment and that the flight height of the UAV is set by the altitude, the distance from the ground may change during the photographing, which will lead to
Figure 10. Visualization of each step in cattle counting. (a) Feature points in 3D model output by VisualSFM (Wu et al. 2011; Wu 2013). (b) Surface reconstruction result by screen poission surface reconstruction (Kazhdan and Hoppe 2013) in Meshlab (Cignoni et al. 2008). (c) Visualization of all detection results. (d) Visualization of merged results. Line (i) is the results of flight section B and line (ii) is the results of flight section G-4 in Dataset 1, which are examples of (i) Motionless. In (c), detection results of the same target are close to each other. Transparency of ground surface in (c) and (d) is adjusted for visualization of three-dimensional coordinates of detection results and ground truth.
Figure 11. Results of (II) Moving. Line (i) is the results of flight section C and line (ii) is the results of flight section E in Dataset 1. In flight section C, cattle moved so long a distance during the photographing that we could not merge the detection results correctly. In flight section E, we can see the moving route of cattle in (c), and in (d), they are merged. The explanation of (a) to (d) is the same as in Figure 10.
slight variations of cattle size. Therefore, the results close to the optimized one are similar and are significantly higher than input resolutions that are several times larger or smaller.

We also utilized our system to detect cattle in Dataset 2, which contains images captured at different area from the training images as well as different sizes of cattle. As shown in Table 4, the results of testing images with a different background from the training images are lower than the case where training and testing images were captured in the same areas and from the same flight height. Thus, adding more training images that contain different backgrounds in the future might make the system more robust. Moreover, future investigation into varying the resolution of testing images adaptively might also be one of our future work.

As for cattle counting, the results of motionless cattle are close to true value, and the instances of Missed, Double Count, and Not Cattle are few. Although our proposed counting method, which merges the detection results by distance in a three-dimensional model and replaces the coordinate of an individual target with the latter one along the photographing

<table>
<thead>
<tr>
<th>Flight section</th>
<th>No. true</th>
<th>No. our count</th>
<th>No. missed</th>
<th>No. double count</th>
<th>No. not cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-1</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-2</td>
<td>20</td>
<td>19</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-4</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-5</td>
<td>14</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F-7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F-8</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>G-1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-2</td>
<td>17</td>
<td>15</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-3</td>
<td>25</td>
<td>23</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-4</td>
<td>25</td>
<td>22</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-6</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>G-8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>147</td>
<td>143</td>
<td>9</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flight section</th>
<th>No. true</th>
<th>No. our count</th>
<th>No. missed</th>
<th>No. double count</th>
<th>No. not cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>12</td>
<td>18</td>
<td>7</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>F-3</td>
<td>24</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G-5</td>
<td>19</td>
<td>17</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Sum</td>
<td>65</td>
<td>74</td>
<td>11</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flight section</th>
<th>No. true</th>
<th>No. our count</th>
<th>No. missed</th>
<th>No. double count</th>
<th>No. not cattle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset 2</td>
<td>6</td>
<td>12</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>
time sequence, succeeded in merging the results of the same target that is motionless or continuously appears in all the images in the time sequence, it failed to merge when an individual target appears intermittently in images and moves significantly when it is outside the image. For example, in flight section C in Dataset 1 (line (i) in Figure 11), the number of Double Count is 13, while the true value of cattle is 12. The two images (b) and (c) highlighted in Figure 12 indicate that the position of cattle changed significantly while the UAV was flying to the other end of the area and coming back. In addition, there are images between the highlighted two that do not contain those moving cattle. As a result, our method failed to merge these detection results, which resulted in 13 double counts.

Furthermore, the number of Not Cattle directly suffers from the FPs in the detection results. For example, in (a) of Figure 9, there are three FPs, which are actually grass as the background, so it added three Not Cattle in the counting result of Dataset 2. As for the number of Missed, since we use the position at which cattle last appeared during the flight as ground truths if a target keeps moving and we fail to detect it in the last image in which it appears, it turns out to be a missed one in the counting result. Therefore, as future work, improving the detection performance should lead to higher counting precision, especially when applying our system to counting cattle in a pasture different from the one of the training images.

Figure 12. The flight route and two of the images in flight section C in Dataset 1. In (a) the flight route is indicated by arrows and in (b) and (c) the positions of cattle in the images are highlighted by magenta boxes. (b) is rotated 180° for comparison with (c). By comparing (b) and (c), we can see that cattle moved long distances during the drone’s zigzag flight.
6. Conclusion

In this study, we proposed a cattle detection and counting system using UAV images. Considering the feature of UAV images that the targets all appear with almost the same size when the flight height is fixed, we resized the training images to the resolution where the size of cattle is equal to the size of one cell in the output feature map. Detection performance was improved by the input resolution optimization, and we obtained a precision of 0.957, a recall of 0.946, and a 0.952 F-measure. As for counting cattle in a vast area of 1.5 to 5 hectares, when all cattle move less than their body length during the flight section, results close to the true value were obtained.

Since detection performance decreases when applying our system to Dataset 2, making the system more robust to a new area is one of our future works. Increasing the training data to include different backgrounds and seasons is one avenue to explore. In addition, introducing the idea of domain adaptation may also be promising for increasing the performance on a slightly differently dataset.

Our cattle detection and counting system can also be applied to other slow-moving animals, as well. However, the performance would descend when counting fast-moving animals. In our experiments, the counting results of flight sections that contain cattle whose moving distances are longer than their body length need to be improved in the future. Also, it is difficult to merge results of different flight sections split from one flight by our system, since during the whole flight some of the targets walked to the former position of the other one. For these limitations, re-identification using the feature of each target, e.g., the pattern of the animals skin and the figure of the animals body can be considered in the future.

Note

1. An implement in YOLOv2, by which input resolution is randomly chosen every 10 iterations except the last 200, in the range of 10 resolutions around the value.
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